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Abstract

This thesis develops the interpretation of incoherent scatter radar measurements at the ionospheric
D-region altitudes through a series of six original papers. Properties of the high latitude D-region are
deduced from the power, Doppler shift and spectral width of the scattered signal, as measured by the
European Incoherent Scatter Radar facility (EIS CAT) located in Ramfjordmoen, near Tromsg, Norway.
Data correction methods are developed and applied to get reliable estimates of the electron density,
the neutral wind velocity, the ion-neutral collision frequency, the temperature, the mean ion mass and
the negative ion to electron concentration ratio in D-region. A new method of data interpretation is
presented. The mathematical solution of a detailed ion-chemistry model, appropriate for D-region, is
coupled to the application of the traditional incoherent scatter theory.
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1. INTRODUCTION

It is a fascinating opportunity to be able to monitor the near earth environment by a ground
based remote sensing instrument, which is not only performing continuous measurement, but also
capable of providing information about several aeronomical parameters of interest, all at the same
time. While many different radio techniques are available for this purpose, only incoherent scatter
radars have been used to estimate such a wide range of parameters as electron concentration, plasma
velocity, neutral wind velocity, electric field and currents, electron, ion and neutral temperatures, ion
mass, ion composition, ion-neutral collision frequency, neutral density, Hall and Pedersen conductivity,
energy deposition of precipitating electrons, their energy spectrum and Joule energy deposition, just
to mention a few. Many other parameters can be derived from these as a combination, or by using
additional assumptions.

The first incoherent scatter measurements of D-region electron density were made by LalLonde
(1966) in Arecibo, Puerto Rico. Altitude resolution was 3—6 km and the minimum observable electron
density around 1000 electrons per cubic centimeter. Early electron density measurements elsewhere
were reported by Armistead et al. (1972) at Millstone Hill, USA and by Taylor (1975) at Malvern, UK.
D-region measurements at Jicamarca, Peru, were shown to be dominated by turbulent scatter (Rastogi
and Woodman, 1974). The early electron density measurements are reviewed by Sechrist (1974).
As the experimental technique was developed, Mathews et al. (1982) found a minimum detectable
electron density of 100 electrons per cubic centimeter. Results from the first spectral measurements
using pulse-to-pulse correlation methods were given by Mathews (1976) and Harper (1978). Since
then, extensive work was done in Arecibo to determine aeronomical parameters including winds,
temperature, pressure, negative ion and positive ion concentrations and to some extent also ion mass.
These results are reviewed by Mathews (1981, 1984),

At the European Incoherent Scatter Facility EISCAT (Folkestad et al., 1983), the first mesospheric
spectra were obtained in 1982 by Kofman et al. (1984). The data however suffered from inaccuracies
and the authors were cautious to interpret their results. Later development (Turunen, 1986) of the
experimental technique for D-region lead, e.g., to results presented in this thesis. The D-region
research by the EISCAT radars is reviewed by Collis and Rottger (1990). A recent review including
also Arecibo results is given by Hall (1990). A major research effort has been initiated by EISCAT
measurements since the detection of unexpectedly strong radar backscatter by the EISCAT VHF radar
(Hoppe et al., 1988), at narrow altitude regions near mesopause in summer. Investigations of these
Polar Mesosphere Summer Echoes (PMSE, Rottger et al. 1988) also put forward further experimental
development (see La Hoz et al., 1989), applying complementary codes and the ultimate altitude
resolution of 150 m.

The ionospheric D-region is a challenging target for any measurement. The ionisation degree is
low. Typical electron concentrations at the altitude of 70 km are of the order of 100 electrons per cubic
centimeter. In these few electrons, or actually, in the plasma properties due to the existence of these
few electrons, lies our possibility to extract information on various physical parameters via probing
by radiowaves. The incoherent scatter signal, resulting due to Thomson scattering from electrons
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in the presence of plasma density fluctuations caused by ion acoustic waves, is much weaker than
the signal from Fresnel scattering due to gradients transverse to radiowave propagation, or Bragg
scattering due to irregularities caused by neutral air turbulence, which are observed with the MF-
HF- and lower frequency VHF- radars. The occurence of the PMSE phenomenon at high latitudes
additionally complicates the use of incoherent scatter technique, since the signal due to PMSE may
totally dominate the measured data. Moreover, PMSE events, although being rare, were also shown
to occur with the UHF radar (Rottger et al., 1990). The origin of PMSE is still somewhat unclear but
definitely it is not caused by the incoherent scatter process. This was ruled out as a possible scattering
mechanism already in the first investigations by Hoppe et al. (1988).

The chemistry of the D-region is complex. Transport phenomena affect the concentrations of
long-lived constituents. Dynamics plays a key role. Tens of important neutral and ionic constituents
form a system whose response to forcing from above and below is difficult to model exactly. This
forcing includes processes like heat conduction from the region above, heat loss by infrared radiation,
adiabatic heating and cooling, momentum and heat deposition by dissipating tides, planetary waves
and gravity waves, and direct effects on composition by particle precipitation events and solar radi-
ation variations. Any calculation of the energy balance should also include estimation of the energy
input in the region above, which is characterized by absorption of solar EUV and UV radiation, Joule
dissipation of ionospheric currents, dissipation of wave and turbulent energy, and particle precipiti-
tation. The appearance of aerosol particles, ice and dust, their possible charging and the interplay
of aeronomy and dynamics, as manifested, e.g., by the PMSE phenomenon, challenge any realistic
modelling effort of the mesopause region.

A drawback of the incoherent scatter radar, as a routine instrument in investigations of ionospheric
D-region, is that sophisticated installations and experiments are needed because of the properties of
the target region. To overcome the difficulties with weak signals, one needs to introduce transmitter
power in megawatt class, and antenna sizes like 305 meters in diameter for the Arecibo radar in
Puerto Rico, or 40 times 120 meters in area for the EISCAT VHF radar in Tromsg. Fortunately, at
high latitudes excess ionisation in D-region often occurs as a consequence of the precipitation of high
energy electrons, or during solar proton events. Thus the EISCAT UHF radar, with its antenna dish
of only 32 meters, also appears as a practical tool for investigating the D-region, as is shown in this
thesis. Unfortunately, it turns out that the incoherent scatter signal from the D-region contains the
effect of several physical parameters in one measured parameter, the spectral width. One is usually
thus obliged to use neutral atmospheric models, independent measurements, or a priori assumptions on
the behaviour of the physical system, if any of the unknown physical variables is to be determined.
This is in contrast to the situation in E- and F-regions, where different parameters have different
effects on the measured spectral form.

This thesis develops the interpretation of incoherent scatter radar measurements at the ionospheric
D-region altitudes through a series of six original papers. Properties of the high latitude D-region are
deduced from the power, Doppler shift and spectral width of the scattered signal, as measured by the
European Incoherent Scatter Radar facility, EISCAT. Section 2 reviews the incoherent scatter theory
which describes Thomson scattering from a weakly ionised, collisional multicomponent plasma. It is
shown that the formulation by Fukuyama and Kofman (1980), with a mean ion mass description, is in
excellent agreement with the full description obtained following Dougherty and Farley (1960,1963)
and Swartz and Farley (1979). Comparison is presented for the case where 36 different plasma
components are considered. Section 3 presents a description of the D-region in the form of an
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ion chemistry model. The model was used in papers [5] and [6]. Section 3 is intended to give a
self-contained description of the model.

Section 4 describes experiment-specific correction methods which are applied to get reliable
estimates of the electron density, the neutral wind velocity, the ion-neutral collision frequency, neutral
nitric oxide concentration, the mean ion mass, the negative ion to electron concentration ratio and
the temperature in D-region, using the theory presented in section 2 and the model of section 3.
A new method of data interpretation is presented. The mathematical solution of the detailed ion
chemistry model is coupled to the application of the traditional incoherent scatter theory. Thus
several aeronomical parameters of interest are extracted simultaneously from the measured incoherent
scatter data. Results obtained in the original papers are reviewed in section 5 and conclusions based
on the results are summarized in section 6.



2. INCOHERENT SCATTER FROM COLLISIONAL PLASMA

Let us denote the incident angular frequency of the transmitted radar signal by w, and the Doppler
shift from this frequency due to incoherent scatter by w. Further, in the following the contributions
from all ions are subscripted by I, from a single ion species by ¢, and from electrons by e. Following
the formulation given by Dougherty and Farley (1960, 1963) and Swartz and Farley (1979), the
incoherent scatter power spectrum o is given by the expression:

dw (1)

2 2 N2 1.212
o -0 )= 2 [lYe| Re(Y7) + |uY7 +iXph? | Re(Ye)

Tw |Ye + pY7 + A% k2|2

where

re = classical electron radius ,

Ap = electron Debye length ,
Hi= T, ’

T, = temperature of species s ,

Y, = Z NsYs complex admittance function ,
s=ions
e = N,q3
S NECQ ’

N, = concentration of species s ,
qs = charge of species s ,

e = charge of electron ,

Y. — 7+ (03 = i\I’s)Js(os - i‘ps,¢s7 7)
s 1- ‘I’st(Hs - iq’s; ¢s,7)

0 normalized frequency ,

_ w
\/_Q_k'vs

kgT.
vs =4/ :; g thermal velocity of species s ,
S
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kp = Boltzmann constant ,

m, = mass of species s ,

Q, .

g = normalized ofrequency ,
¢ V3ko, gyrofrequency
Q, = &8

mgcC

¢ = speed of light ,

U, = —on normalized species-neutral collision frequency |,

\/Ekvs

Vsn = Species-neutral collision frequency ,

v = angle between wave vector k£ and geomagnetic field B ,

. 6. . W, 6. c e
Y. = b ¥ (cos’y B cosv)Je(COS’Y —ZC°57’¢6’7)
B 1 -V, (0, —i¥,,¢5,7)

OO_.gs_.s_ .2.2&_12c2 .
Js(0s — iV, dg,7) :/ g HPemitu)t gz sin”ysin® (1) =} ¢ cos Y dt , Gordeyev integral
0
and

Js = —iZ(—0, +1i¥,)

where Z is the plasma dispersion function.

In the collision dominated situation, appropriate for the D-region, the resulting spectrum can
be divided into a narrower ion line component and a broader electron line component. The ion
component has a Lorentzian form and can thus be described by two parameters, the amplitude at zero
Doppler shift and the spectrum width at half amplitude. In practice, the measured spectra have also
additional contributions appearing as a constant Doppler shift due to the bulk drift velocity and a
baseline shift due to noise and instrumental effects. One should note that an apparent baseline will
appear also due to the frequency aliasing effect, if the bandwith of the experiment is limited.

Incoherent scatter from a three component plasma, consisting of positive ions, negative ions
and electrons, was considered by Mathews (1978) and Fukuyama and Kofman (1980). If the electron
temperature and ion temperature are assumed to be equal, expression (1) can be integrated analytically
(Tanenbaum, 1968; Mathews, 1978) to give the total power in the spectrum. This is seen to be directly
proportional to electron density in the first approximation. A raw electron density estimate NI can
be written in the form of the radar equation as
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kaTcalbr2 P'rec

N = o P —Pr A
where
Csys = radar system constant ,
T..; = calibration temperature ,
b = filter bandwidth ,
r = distance from the radar to the scattering volume ,
P, = transmitted power ,
7 = pulse length ,
P,... = received power ,
P,,; = calibration power ,
and

Py, = background power .

The radar system constant contains all instrument specific gain factors, and a factor due to the
scattering cross section of a single electron.

Fukuyama and Kofman (1980) developed both the kinetic approach, as Dougherty and Farley
(1963) and the hydrodynamic approach, as Tanenbaum (1968), to compute mesospheric incoherent
scatter spectra. Good consistency was found between the two approaches. From the ion line com-
ponent of the incoherent scatter spectrum, one obtains expressions for electron density N, and the
incoherent scatter spectral width, Aw, in the form

N7 2N (1 + 2)) @)

2 2
o () |- (s8]

and
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2
4769yT
 39n%p T [2(1 +A+ (A',V-Ne ) ]

Aw = = 4
A mivin 4m69VT ’ W
1+ AV N,
where
A = negative ion to electron concentration ratio ,
T = temperature ,
and

Ar = radar wavelength .

In deriving expression (4), the product of the ion mass and the ion-neutral collision frequency is
assumed to be equal for the negative and positive ions. Expression (4) in somewhat different forms
has been used in several investigations (see e.g. Fukuyama, 1981; Kofman et al., 1984: Ganguly,
1985; Fukyama et al., 1987; Kelley et al., 1987; Turunen et al., 1987; Hall et al., 1987; Collis et al.,
1988; Hall and Brekke, 1988; Hall et al., 1988; Hoppe and Hansen, 1988; papers [2], [3], [4] and
[6]). However, one might wonder how accurate this description is in a real situation, where we have
several tens of both positive and negative plasma components, as described e.g. by the ion chemistry
model of section 3.

The validity of the interpretation of incoherent scatter data in paper [6], based on expressions
(3) and (4), can easily be checked if information on ion concentrations is available. A single check
is made here using the data presented in paper [6]. The ion concentrations éiven in paper [6] in
figure 9, the corresponding temperatures in figure 8, and the neutral densities corresponding to the
chosen temperatures, may be used as input values in expression (1). Then we may compare the
resulting spectra, as a function of altitude, with the Lorentzian shape using the spectral widths given
by expression (4) for the same input values.

Spectra at selected altitudes, using data from paper [6] at 0005 UT on 14 August 1989, are
compared in figure 1. The night-time is specifically chosen for this comparison since dominance of
negative ions over electrons was seen at several measured altitudes (paper [6], figure 8b) . The amount
of different jons which are present in significant concentrations decreases strongly with increasing
altitude. However, this comparison is made with the full ion-chemistry model having 24 different
positive ions and 11 negative ions (see section 3) at all altitudes. Each spectrum is normalized to
unity at zero frequency. The frequency axis is logarithmic to enhance the form of the ion line feature,
which would appear as a narrow spike in a linear scale.

The form of spectra from expression (1) is seen to follow closely the Lorentzian form at all
altitudes.
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Figure 1. Lorentzian spectra defined by spectral widths resulting from expression (4)
(solid lines) and spectra from expression (1) (calculated points shown by crosses),
corresponding to the input data presented in paper [6] at 0005 UT on 14 August 1989.

A direct comparison of spectral widths between the full description by expression (1) and the
one based on the mean ion mass in expression (4) is possible when a Lorentzian form is fitted to the
full description spectral points in figure 1. The resulting spectral widths, as a function of altitude, are
compared with the ones obtained from expression (4) in figure 2, in the left panel. The right panel
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shows a similar comparison based on the ion concentration data at 0255 Ut on 14 August 1989, when

negative ions are present only in negligible amounts.

Deviation between the spectra
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Figure 2. Relative difference of the spectral width calculated using expression (4) from
the spectral width given by a Lorentzian least squares fit to the spectral points from
expression (1), presented in figure 1., for 0005 UT on 14 August 1989 (left panel) and

for 0255 UT on 14 August 1989 (right panel).

For the description of D-region by the ion chemistry model of section 3, in the example cases
presented in paper [6], we see an excellent match between the spectral widths resulting from ex-
pressions (1) and (4). The relative deviation between the spectral widths is of the order of a couple
of percent at all altitudes. Some significant difference seems to appear at the lowest altitude when

negative ions are present during night-time.

In conclusion, the use of expression (4) with a mean ion mass description seems justified during
typical D-region conditions. However, deviations between expressions (1) and (4) will occur in the
presence of extraordinary heavy ion masses or multiply charged ions.



3. D-REGION ION CHEMISTRY MODEL

The D-region ion-chemistry model, Sodankyld Ion Chemistry (SIC) model, which is used in
papers [5] and [6], is outlined in paper [5] and described in detail by Turunen et al. (1992). A
shortened, self-contained description of the SIC-model is given below.

The SIC-model is effectively a 1-dimensional steady state model, which calculates ion and
electron concentrations in ionospheric D- and lower E-regions. Originally the model was developed
for applications during geophysically quiet conditions. Consequently, as ionisation sources acting on
five primary neutral components Na, Oz, O, NO and Os(1Ay), the solar radiation at wavelength
range 5-134 nm and galactic cosmic rays were considered. At present however, the model is extended
to also include electron precipitation as ionisation source, as described by Turunen et al. (1992). A
similar extension is the use of the model during solar proton events, as in the application of the
SIC-model in paper [6].

The altitude range of the SIC-model is chosen to be from 70 to 100 km, which corresponds to
the measurement range of the most common EISCAT incoherent scatter radar D-region experiments.
The assumptions on which the model is based are summarized below:

1) The neutral atmosphere is described by the semi-empirical model MSIS-86 (Hedin, 1987).

2) The ionospheric D-region is sunlit. This restricts the range for solar zenith angle to be below
about 95 degrees.

3) Ionisation during quiet time is primarily caused by photoionisation and galactic cosmic rays.

4) We neglect any transport effects. Photoequilibrium can be assumed since the chemical lifetimes
of the ions are short with respect to transport processes.

5) The concentrations of neutral species are much higher than those of ions and thus assumed to
be unaffected by ion chemistry.

6) An overall charge neutrality prevails.

In addition to the above mentioned neutrals, also Ar, He and CO; are included in photoionisation
calculations, because they absorb the solar radiation at the relevant wavelength range. To account for
important ion-chemical reactions we need to include also H,O0, N, H, O3, OH, NO3 and H O5 in
the list of neutral components in the model. The height distributions of the main constituents of the
neutral air, Ny, Oq, O, Ar, He, H and N, and the height profile of the neutral temperature were
adopted from the MSIS-86 model (Hedin, 1987). Since the altitude range of this model is limited
from below by the mesopause, the values are extrapolated below this limiting altitude as described
by Alcaydé (1981). This extrapolation needs information on stratopause temperature and height.



23

For those neutral constituents which are not covered by the MSIS-86 model (NO, 03(1A9), CO,,
H»0, O3, OH, NO,, HO>) fixed reference profiles are used. Since the atmospheric composition
in the considered altitude region is mainly controlled by turbulent mixing, also fixed mixing ratios
of 3-10% and 1- 108 for CO, and H,0, respectively, can be used. It depends on the application of
the model which of the above mentioned minor constituent profiles are fixed and which are varied.
Examples of reference minor constituent concentration profiles are given in figure 3.

120 T T
115 % xHO2 1
110} 0.06.0NO2 ]
105} wa-xOH ]
E 100 + ——+03
E 95: —.-. CO2
E . B
90 ‘.\/ - H20
A
85} ,I“—_—- 02% 1
L 1 \
80 \ ——NO
S
T5F \‘- "
» L9 N
70 3 L

Y : a L 5 A
103 104 105 106 107 108 1000 100  jou
Concentration [1/cm3]

Figure 3. Selected ezample profiles Jor neutral constituents not covered by MSIS-86
model.

Photoionisation at altitude , for solar zenith angle x, is calculated using the following expression:

-3 k() fh°° NiCh(h,x)dh
4%, h) = /A Lo(Ve T ni(No;(Nny(R)dx 5)

where

¢;(x, h) = photoionization rate for neutral component j ,
I () = intensity of the solar radiation outside the atmosphere ,
ok(A) = absorption cross-section for neutral component k ,
Ch(h, x) = grazing incidence function ,

n;(A) = photoionization efficiency for neutral component j ,
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and
n;(h) = concentration of neutral component j .

The exponential function in expression (5) describes the absorption of solar radiation at each
wavelength. The grazing incidence function accounts for the earth’s curvature. The integral in the
exponent is calculated numerically using expressions (Rees, 1989):

oo ) 2
/ n;(h)Ch(h, x) dh = /h n;(h) [1— (%:—h’?") sin’ x] dh  ,forx <90°  (6a)

[N

and

J{L °° n;(h)Ch(h, x) dh = 2 / - [1 = (%fjrh’;;i)z} dh

hmin

N

1

fo’e] R_l_ho 2.2 2 ‘
— i(h) 1 — dh , T 90°, 6b
/ho nJ()[ (R+h>s1n X] or x > (6b)

where

R = Earth radius

and

hmin = cos(x — 90°)(h, + R) — R is the minimuin height along photon path.

Absorption cross-sections for No, O2, O and He are from Torr et al. (1979), for NO and Ar the
constants from the tables of Ohshio et al. (1966) are used, and for CO; the data are from McEwan
and Phillips (1975). Photoionisation efficiencies come from the same references as the absorption
cross-sections. The absorption cross-sections and photoionisation efficiencies are listed in table 1.

A reference solar spectrum was collected from the spectrum by Torr et al. (1979) and from
spectrum R74113 by Heroux and Hinteregger (1978). The intensities for wavelengths 103.76 nm and
110.8 nm were taken from the paper of Huffman et al. (1971). For our reference spectrum Ly-c line
was chosen from Lean and Skumanich (1983). The intensities can be varied according to the chosen
level of solar activity. The reference spectrum for the value Fio 7 = 68 is also given in table 1.
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Wave- Intens. Abs. cross  sect. (cm™2) Ion. eff.
length 109 O2 O3
[nm)] cm~ 251 Ny O2 o Ar He NO (49 CO; N O O Ar He NO (1a9)
5-10 0.3834 6.00c-19 1.18¢-18 1.06¢-18 0 2.10e-19 0 0 0 1.00 1.00 1.00 6.16 1.00 0 0
10-15 0.1346 2.32¢-18 3.61¢-18 3.53¢-18 0 5.30e-19 0 0 0 1.00 1.00 1.00 3.50 1.00 0 0
15-20  1.8418 5.40c-18 7.27¢-18 5.96¢-18 0 1.02-18 0 0 0 1.00 1.00 1.00 2.54 1.00 0 0
20-25  0.9235 8.15¢-18 1.05¢-17 7.55¢-18 0 1.71c-18 0 0 0 1.00 1.00 1.00 0.22 1.00 0 0
25.63 0.2713 9.65¢-18 1.28e-17 8.43¢-18 0 2.16e-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
28.415 0.1 1.06e-17 1.48¢-17 9.26¢-18 0 2.67e-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
25-30 0.8405 1.01e-17 1.36¢-17 8.78¢-18 0 2.38c-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
30.331 0.235 1.16e-17 1.60¢-17 9.70e-18 0 3.05e-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
30.378 6 1.16¢-17 1.60e-17 9.72¢-18 0 3.05e-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
30-35 0.8661 1.46¢-17 1.72¢-17 1.00e-17 0 3.65c-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
36.807 0.7394 1.80e-17 1.84e-17 1.08¢-17 0 43518 0 0 0 1.00 1.00 1.00 0 1.00 0 0
35-40 0.2121 1.75e-17 1.82e-17 1.07¢-17 0 4.25-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
40-45 0.3926 2.11e-17 1.94¢-17 1.12-17 0 5.51e-18 0 0 0 1.00 1.00 1.00 0 1.00 0 0
46.522 0.18 2.18e-17 2.04e-17 1.13e-17 2.99¢-17 6.53¢-18 0 0 0 1.00 1.00 1.00 0.55 1.00 0 0
45-50 0.3063 2.18e-17 2.16e-17 1.16¢-17 2.47¢-17 7.09¢-18 0 0 0 1.00 1.00 1.00 044 1.00 0 0
50-55 0.5085 2.45¢-17 2.41e-17 1.19%-17 3.68¢-17 7.20e-19 0 0 0 1.00 1.00 1.00 0.55 1.00 0 0
55.437 0.7992 2.47¢-17 2.56¢-17 1.21e-17 3.81e-17 0 0 0 0 1.00 1.00 1.00 0.57 0 0 0
58.433 1.58 2.32¢-17 2.20e-17 1.22¢-17 4.32¢-17 0 23le-17 0 0 1.00 1.00 1.00 0.71 0 0.93 0
55-60 0.4843 2.24e-17 2.50e-17 1.19-17 3.82-17 0 0 0 0 1.00 1.00 1.00 0.67 0 0.37 0
60.976 045 2.31e-17 2.61e-17 1.22e-17 4.09¢-17 0 23717 0 0 1.00 1.00 1.00 0.78 0 0.96 0
62.973 1.5 2.32¢-17 2.58¢-17 1.22¢-17 4.26¢-17 0 23717 0 0 1.00 1.00 1.00 0.81 0 0.96 0
60-65 0.1746 2.32¢-17 2.60e-17 1.22¢-17 3.93¢-17 0 2.25e-17 0 0 1.00 1.00 1.00 0.79 0 0.96 0
65-70 0.2223 2.98¢-17 2.63¢-17 1.00e-17 3.75¢-17 0 2.07-17 0 0 084 0.84 1.00 0.81 0 0.94 0
70.336 0.3915 2.63e-17 2.50e-17 1.13e-17 3.63e-17 0 2.22-17 0 0 0.88 092 1.00 0.88 0 0.82 0
70-75 0.1667 3.09¢-17 2.91e-17 8.00c-18 3.51e-17 0 2.06e-17 0 0 075 0.82 1.00 0.85 0 0.78 0
76.515 0.1997 3.55e-17 2.20e-17 4.18¢-18 3.34e-17 0 1.60e-17 0 0 667 039 1.00 0.78 0 0.57 0
77.041 0.2425 2.69¢-17 2.52¢-17 4.18¢-18 3.41e-17 0 1.60e-17 0 0 068 039 1.00 0.78 0 0.57 0
78.936 0.7931 1.93¢-17 2.67¢-17 4.28e-18 0 0 1.7le17 0 0 0.53 041 1.00 0 0 0.56 0
75-80  0.8728 3.07¢-17 2.71e-17 4.23¢-18 3.10e-17 0 1.8%-17 0 0 055 035 1.00 0.70 0 0.58 0
80-85 1.9311 1.50e-17 2.09¢-17 4.38¢-18 0 0 1.77e-17 0 0 0 029 1.00 0 0 0.54 0
85-90 4.4325 4.66e-17 9.85¢-18 4.18¢-18 0 0 2.7le17 0 0 0 048 1.00 0 0 047 0
90-95 4.217 1.70e-17 1.55¢-17 2.12¢-18 0 0 3.38:-17 0 0 0 0.60 1.00 0 0 045 0
97.702 . 5.957 7.00e-19 4.00e-18 0 0 0 1.96¢-17 0 0 0 063 0 0 0 0.55 0
95-100 1.785 3.62¢-17 1.65¢-17 0 0 0 1.99%-17 0 0 0 074 0 0 0 0.55 0
102.572 4375 0 1.60c-18 0 0 0 1.94c-17 0 0 0 063 0 0 0 0.52 0
100-102.7 1.112 0 1.10c-18 0 0 0 2.08e-17 0 0 0 025 0 0 0 0.55 0
103.191 3.184 0 1.12-18 0 0 0 1.38-17 5.52-18 0 0 0 0 0 0 0.62 1.00
103.761 1.63 0 1.08e-18 0 0 0 1.30¢-17 S.14c-18 0 0 0 0 0 0 0.65 1.00
102.7-105 0.898 0 1.10-18 0 0 0 1.16e-17 5.16¢-18 0 0 0 0 0 0 0.66 1.00
105-110 2.8 0 9.50-19 0 0 0 8.8%-18 4.81c-18 1.63¢-17 0 0 0 0 0 0.79 1.00
110.8 0.24 0 5.00e-21 0 0 0 4.43¢-18 3.32-18 2.30e-17 0 0 0 0 0 0.82 1.00
110-111.8 0.232 0 3.90-19 0 0 0 4.43¢-18 3.40¢-18 3.48¢-17 0 0 0 0 0 0.82 1.00
111.8-115 0.438 0 0 0 0 0 3.4%-18 0 0 0 0 0 0 0 0.83 0
115-120 44 0 0 0 0 0 2.71e-18 0 0 0 0 0 0 0 0.86 0
121.568 232 6.00e-23 9.00e-21 0 0 0 2.40c-18 0 0 0 0 0 0 0 0.81 0
120-125 8 0 3.06e-19 0 0 0 22le-18 0 0 0 0 0 0 0 0.76 0
125-130 4.1 0 0 0 0 0 2.27-18 0 0 0 0 0 0 0 0.52 0
130-135 124 0 2.90e-18 0 0 0 252%-18 0 0 0 0 0 0 0 023 0

Table 1. The solar spectrum corresponding to the value Fig 7 = 68, absorption cross-
sections and photoionisation efficiencies.”

Heaps (1978) has derived a convenient parametrization of the empirical rate of ion pair pro-
duction by cosmic rays, Q.r, as a function of latitude, altitude and solar activity level. We use this
parametrization as described by the following expressions (units s~ lecm=3) :
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Qor = (X1 + Xasin®¢) -3-10170-X) . prXs for M > 3.10'7, || <53°,  (7a)

where
X;=174-10"18 |
X2=1.93-10"'" (solar maximum),
X5 =2.84-10"17 (solar minimum),
X3=06+4+08-|cosq| ,
M = number density of air [—15]
cm
and
¢ = latitude ;
Qer = (X1 + Xosinl@) - M for M < 3-107 , |¢| < 53° ; (7b)
Qer = X1 - M for solar maximum , |4 > 53° (7c)
and
Qcr = (X1 + X2) - M for solar minimum , |¢| > 53°, (7d)
where
X;=144-10"17
and

Xy =4.92-10718

This is initially taken to be effective for the major neutral components Ny and Os.

Description of ionisation by a given precipitating particle flux may be included using an empir-
ically defined particle energy dissipation distribution function (Rees, 1963). The total ionisation rate
due to precipitating particles is then divided between the main ionizable constituents according to the
relative magnitudes of the effective ionisation cross sections and concentrations of the constituents. In
order to get ion production rates suitable to be added to those by photoionisation, we must in addition
account for the branching ratios between direct and dissociative ionisation processes. Denoting the
ionisation rate of air due to electron precipitation by ¢, we have the following expressions (Jones,
1974; Rees, 1989) for the production rates p.(X) of ions X:
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Pe(Ng) =076 -q(N2)

pe(0F) = 0.6 -4(02) )
and
Pe(O1) =0.33-9(02) + g(O)
where
. N 0.92n(N>)
N2) =I5 55 (Ny) + (0s) + 056m(0)
_ ’I’L(Og)
9(02) = 70.92n(Nz) + n(02) + 0.56n(0)
- 0.56n(0)
10) = 9 53 (No) + n(02) + 0.56m(0)
and

n(X) = is the concentration of neutral component X .

The primary ions N5, OF , O, NO* and electron e~ react with neutral components forming
more complex ions. The SIC-model includes altogether 24 positive and 11 negative ions. These are
introduced in figures 4 and 5, showing the positive and negative ions, and their mutual reactions,
respectively.

-5 O+ NyH;,0
0, + H20 . H,0 . H N 01**‘ .
o ()4 P 03(H,0) SVAS H;0"(0H) —2. H'(H,0); - H' (H, 03
)
\ (OS] = — IO/ o' ag) f o, &, np ,
NG, 1,07 05, 00 P 0, HPO 0,
[ NYHZO /02 HP H+(HZO ‘
4 Nt —a H;0 L — )
? N/ 02 N2, H;‘;l | W
0, H 0,
o Ho, o —
oH
! c Nap| Py
NO'(,0),(N) —GL+~10*(HZO)2 co) || oxm o
NO'(N,) N2
: ] lm} Nz ' a0,
X Hy0, N, HO,N, W50 '
N H,0/NoO, '
i NOW,0 U8 No (o, [R5 ~oo), H 2; :il 222
2
+ rH?o ’ hzo H+(H20)7
NO(co) H0 N, -
Ar, €O, N2 NO'H,ON,) [—2o No'(O(©CO) | N Hﬂ ™
02/ H; [o/]
N, | T
Hmz())s
N2, CO2

Figure 4. SIC-model positive ion reaction scheme.
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Ny/ 0,/ 0 /NO/ O 'ag -

HCO, CO2N?7
C0,0,

H /NO |

Figure 5. SIC-model negative ion reaction scheme.

A complete reaction list, including also recombination, photodissociation and photodetachment
processes, is given in table 2. Table 2 is a collection of information from several sources. The main
contributions were taken from the works by Chakrabarty et al. (1978), Wisemberg and Kockarts
(1980), Torkar and Friedrich (1983) and Thomas and Bowman (1985).



Rate coefficients (cm3s! or am6s-1)
15 +10°" (300my /267
1.2 ,10-12 (300/T) 726/
02*+20, ~ 0+ 0, 4041030 (300293 5/

Positive ion reactions

0*+0, = 0,* 40

0’+N2*’ NO++N

0,*++N0 = NO++0, 4.4 +10-10 /37
0,* +N, = NOt +NO 5.10-16 /207
0% +N; + K0 ™ 0,*(H,0) + N, 2841028 73/
0,%+0,+H0 = 0,+(H,0) +0, 23,10-28 /37
0,%+0 2 0,40, 3410710 /3/
04+0lag)= 0,++20, > 1010 /13/
0t +H0 ™ 0,%H,0) + 0, 18410 73/

9.8 40-12(300/1)023 /117
5.10-11(300/T) 08 126/

1.4010"'%300m%44 11/

2,10-31(300/T) 044 121/
-31

Nz2++0 = 0+ + N

N ++ Oz—’ 0,*+N,

N2*+0 ™ Notan

N+ +N +NO NO*(N ) + NO

= NOYN) + He 24103 '@oom % 21/

2410-31(300/T) 044 121/
7,103Qs00m)3 21/
7.103%00m)3 21/
7,410-3Q300m)3 21/

-29

Nt 4 N + He
NO + + 2N, = NO*(Np) + N,
NO+ 4N, +CO, = NOWCO ,)+N,
Nt 4+ N0+ €O, > NOY(00 ) + NO
NO + + He + CO, NOHCO ) + He
Nt 4 a4 00,  NOY(CO) +Ar 3.0010% /oy
NO+ 4+ N +H0 = NOHH,0) + N, 1.8+10-28(308/T) 47 21/
NO+ 4+ NO+HO = NOHH,0) + NO 1.8 J0-28308/M) 47 /217
Nt N, T NOT 42N, 150105754 epr2a50m) 721/
NO +(N,) +NO = NO*+N, +NO 1.5.1067-5.4 exp(-2450/T) 721/
1102 27/
14109 21/
3.1,J0 4T-%exp(-4590/T) /21/

NO *(Ny) + €O, T NOY(CO 3 + N,
NO *(N;) +H, 0 = NOHH,0) + N,
NO +(CO ) + N, = NO*+ CO, +N,
3.1 40 *T%«p(-4590T) 721/

1,109 721/

N *(Co)+ N0 T Not 4 o, + NO
NO +(CO ;) +H,0 —> NO*(H,0) + CO,
NO *(H0) + H0 + N, ™ NOYHL0), + Ny 1410%(308m) *7 s21/
NO +(H;0) + H,0 + NO —> NO*(H,0) ; + NO 1210-27(308/T) 4.7 721/
NO *+(H,0) + 2N, = NO*(H OXN ) + N, 2,10-31(300m 44 /217
7.10%%300m)3 /21
<109 Ny

NO *(H;0) + N, + €O, ™ NOHH,LOXC0 2) + N,
NO +(H,0) + HO, = H*H,0) + NO,

No *(H;0) + OH ™ H¥H,0) + No, 1410710 73/
NO +(Hp0) + H > H*+(H, 0) + NO 740-121y
194102 (308m) 47 721/
1.9+10-27(308/T) 47 721/
2.1031300M)44 /217

NO *(H0), +H, 0 + N, = NOYH,0)5 + N,

NO #(H20)2 + H20 + NO = NO*(H,0) 3+ NO
NO +(H,0), + 2N, = NO*(H,0),(N,) + N,

NO *(H;0); + Np+ €O, > NO*(HZ0) 4C0 2) + N,
NO +(H,0), +H,0 = H¥(H,0), + HNO,

NO *(H, O)(N ;) + N, ™ NO*(H,0) + 2N

NO +(Hz O)(N 2) + H0 = NOHH,0), + N,
NO *(H, O)(N ) + CO, = NOHH, OXCO ) + N,
-

7403%300m /217
7J0-1 721/
15108154 exp-2150m) 721/
12109 21/

1.10-9 721/

NOHH,0) + Ny + COp 3.1210%* exp(-4025/T) 721/
1,109 /7217

NO *(H 0)(CO ) + N,
NO +(H,0)(CO ,) +H,0 > NO*(H,0), + CO,
154108154 expi-1800m) /217
102109 721/

1,109 721/

NO *(H 0),(N,) + N, = NOYH,0), + 2N,
NO +(Hz0)2(N2) + H;0 —> NO*(H,0); + N,
NO +(H, 0 (N,) +CO, = NO¥H,0),(C0,) + N,
NO *(Hz0) 5(CO ) + N, > NO*(H;0) + N + COp 3.1210%  exp(-3335/T) 721/

NO +(H,0) ,(CO ,) + H,0 = NOKH,0), + CO, 14109721/
0,%H,0) + H0 ™ Hy0*OH) + O, 140102 73/
02%H,0) + H0 — H+*(H,0) + OH + O, 2.4+10-10 73/
H J0*(OH) + H,O = H¥H,0), + CH 20,109 73/
HYH20) + N+ H0 ™ HYH,0), + N 341102300 * 721/

3.4,1027(300/M) 4 721/
9.6:10" ' Sexp( -17100m) 721/
9640 175 exp(-17100/T) 721/

H¥H,0) +0, +H0 = H¥H,0), +0,
HYH,0), +N, ™ HYH,0) + H0 + N,
HHH,0), + 0, = H¥*H,0) + H0 + 0,

H¥H,0), +N +H,0 HH(H,0), + N,
H¥H20)2 + 024 H,0 = HYH,0)5 + 0,
HH, 00, +N = H(H,0), +HO + N,
HYH20)3 +0; > H'H,0); + HO + 0,
H¥H20)3 + N + H0 = HH(H,0)4 + N
H¥H,0),40,4H,0 = HiH,0), +0,
HYH20) 4 +08 ™ H(H,0)3+ O + N,
H¥H,0),+0, ™ HiH,0), +HO0 + 0,
HYH20) 4 + N +H0 ™ H(H, 005 + N
H¥H,0), 40,4+ H,0 = H{H,0), +0,
HiH2005 4% = HH,0,+HO + N,
HHH20)5 + 0, = HHH,0)4 + KO + 0,
H‘(HZO)S‘NIJ,HZO i HH(H,0)4 + N,
H¥H20)s + 024 H0 > HYH,0)6 + 0,
HHH, 0y +8, ™ H(H, 0 +HO + N,
HYH20)6 +0; ™ HYH,0)5 + 1O + 0,
HHH20)g + N + H,0 = HH(HL0)7 + N
H*H,0),+0,+H,0 > HYH,0), + 0,
HYH2007 4% ™ (#2000 + HO + N,
H¥H,0),+0, HYH,0), + H0 + 0,
HYH20), + N +H,0 ™ H(H,0)g + N
H¥H20)7 + 02+ H,0 — H¥%H,0)g + 0,
HHH 0 +N, = H(H,0), +HO +N,
HYH,0)g +0;, = H'(H,0), + }O + 0,

Recombination of positive ions with electron

O++e 0

0,++e > 040

Notee 2 N,

NO++e > N+O

NN +e T N+ N,

NO +(CO,) +e = NO + CO,

NO +(H,0) +e = NO +H,0

NO *H0), 46 P NO + 2H,0

NO *+(H,0), +e = NO +3H,0

N FH N ) +e > N0+ H 0 + N,

NO +(H2 0)(CO 2) +e — NO + H,0 + CO,

NO *(H, 0),(N,) +e > NO +2H,0 + N,

NO +(H2 0)2(CO 2)+e = NO + 2H,0 + CO,

0,%H,0) +e = 0, +H,0

H30%(OH) +e > neutras

H¥H,0) +e = H+HO

HYH,0), +e

H¥H,0)3+e =

H¥H,0), +e nd

HYH,0)s+e = H+5H,0

H¥H,0), +e = H+6H,0
-
-

H+ 2H,0
H + 3H,0
H+4H,0

HY¥H,0), +e
HHH,0)g +e

H + 7H,0
H + 8H,0

Photodissodation of positive ions
-
OZ‘KHZO)O»I‘\V oz’quo

Negative ion reactions

0T +N, = 0+N +e

3 +Oz—’ 0+0;+e
T+0 2 0,+e

+N0 NO, +e
'#0;_(1Ag)"’ 0y +e

23,1027(300/T) 4 /217
23.10%@300m) 4 721/
20,10 TSeq(-11000/T) 721/
20410" 'S ep-11000m) 721/
24+1027(300/T) 4 721/
24,1027(300/T) 4 721/
1410" "7 Sexp-8360m) 721/
1.4 J0 1 -Sexp(-8360/T) /217
941028300y 4 /217
9.10-28(300/T) 4 21/

69410 'S exp(-7870/T) /217
6.9+10 1175 exp(-7670/T) 721/
9,10-28300/T) 4 21/
9:1028300m) 4 21/
21,1075 exp(-6540/T) 721/
2141015 expr-6540/m) 721/
940-28300/T) 4 721/
9,10-28(300/T) 4 /21/

7.9 410"% Sexp(-s830/m) /217
7.9 410101 Sexp(-5830/T) /217
91028300m) 4 /217
9+1028(300/T) 4 721/

23,30 '0r-Sexp(-5000/T) 721/
23 40 'O Sexprs000m /217
Rate coefficients (cm’s™')
4.0+10-12(300/T¢)0.7 /297
1.9 ,10-%(300/Te) 05 /177
3.5 «107300/Te) %5 f17/
2.3 .107(300/Te) 05 /177
2040°5300/7¢) 05 /4
1.5+106 726/

20,06 N

3.040° /261

4.5 106 726/

304075 n14/

3.0+106 /147

3.0410% /147

3.0+106 /147

3.0,106 /147

3.0010° 114/
5.10§300/Te) 1.5 /&7
5410%300/Te) 15 /&
4.02106 /4/

< 10°5(300/Te) 74/

< 105(3007Te) /47

< 10°5(300/Te) 74/
104105 74/

1.040-5 rs4/

Rate coefficients (s')
0.42 723/

Rate coefficients (cm3s-! or am6s-1)

< 10-12/3/
<102 sy
1.9,10-10 73/
21410710 73/
3+10-10 /3/

Table 2. Ion-chemical reactions and reaction rates in the SIC-model.
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07 +0, 0,740 8041010 /3/ co,~ +hv = 0,7 +CO, 624103 /7/

07 +20, ? 0,7 +0, 1.4 40730 1g/

0~ +H,0 > OH™+OH 6.0410-13 /3/ Electron attachment to neutrds Rate coefficients (cm3s-h
07 +CO +N; > €O+ N, 204102 /3/ 03+e 0 +0, 9.1 10"'%300/Te) *146 5/
0~ +C0, +0,~ CO™ + 2041028 /3/ 20,4 2 0"+ 0 421030 exp(-193/Te) 728/
0~ +NO, 2 N0 +0 10,109 73/ 0,+N+e ™ 0,"+N, 1.10-31(300/Te)exp(-600/Te)  /19/
0, +0 ™ 0y+e 151070 73/

0,7 +0a( 1a g )™ 20,+e 2.1010 /3/ lon-ion recombination Rate coetficients (cm3s-h
0,7 +0 0 +0, 154107073/ x* +¥ 7 neutras 64078 /22/
0,7+Q = 0"+ 0 6+10-10 73/ NO .~ + X+ = N0, +X 17107 710/
0,7 +Q,+He = 0 +He 3.4 ,10-31 77/ NO =+ Xt = NO,+X 3.4,10-8 710/
0, +C0,+0 0 +0, 4.7 4102 73/

0,” +No, > N0~ +0, 7.10-10 73/

05 +0 20,+e 1010710 115/

05 +0 = e 110-10 /17 References:

0,7 +0 = 0,7 +q 25.10-10 /3/ 1. Adams and Megill. 1967

0, +H = O +0, 8.4010°10 73/ 2. Adams et al,, 1970

0,7 +C0, ™ €O~ +0, 55,10-10 73/ 3. Albritton, 1978

05" +N0 = NOS 40 26410712 /37 4. ) Biondi, 1973

04 + N0z > NO~ +0; 2810-10 /37 5. Bohringer and Arnold, 1982

0,7+0 > 07 +Qq 4,10-10 73/ 6. Chakrabarty et al., 1978

0, +C0, ™ o +0, 431010 37 7. Cosby etal., 1976

0,7 +NO = NOS*+0, 25.10-10 73/ 8. . DNA, 1972

OH™ +0 = Hog+e 2010710 /3 9. Dunkme.t al., 1971

OH~ +H = H0+e 145108 157 10. Bisner and Hirsh, 1971

OH™ +0; = 07 +OH 9,10-10 73/ 11. McFarland et al., 1974

OH™ +NO, = NG, +OH 1it 0787 12. Fehsenfeld et al., 1975

OH= + 0, +N, > HCO,+ N, 7641028 13/ 13. Fehsenfeld et al., 1971

OH™ +CO +0; > HCO;™ +0, 7.6 41028 /3/ 14. . Huang et al., 1978

04~ +0 = 0 + CO; - 15. Lelevier and Branscomb, 1968

0,7 +0,™ 0, +CO, 6.0 .10-15 /3/ 16. Moseley et al., 1976

0, +H > O + 0, — - 17. Mul and McGowan, 1979

4N N0+, g 79 18. Payzant and Kebarle, 1972

0 3 +NO, ~ NO3~ + €O, 210710 /37 19. Phelps, 1969

© " +03 > OF +0p + Oy 321010 a7 20. Rees, 1989

;" +H D O +OH 22,10-10 73/ 21 ] Reid, 1977

0,40 0 +0, 1410710 73 22. Sm{th etal., 1976

;" +N0 = NOST* 4 CQ » 48,10-11 73/ 23. Smfth etal., 1978

N0~ +H > OH +NO 310710 3/ 2A. Smith et al., 1979

NO ;= + NG, = NO3+ NO 216°8 747 25. Stelman et al,, 1972

N0 " +0, > NO” +0, 1.2.10-10 73/ 26. Swider and Narcisi, 1975

N +0 T NS 40, <ra0" sz 27. Thomas, 1976

NO " +0, ™ NO,” +20, 140-13 /3/ 28. ) Truby, 1972

NO ™% + €O, €Oy + NO, osio™™ /87 29. Whitten and Poppoff, 1971

NO 3™*+H = NO;~ +OH 7.2+10°10 /37

NO J*+NO = NO,” + NO, 15.10°1 /2

Electron photodetachment of negative ions Rate coefficients (s

0~ +W > 0+e 1.4 NY

0,  +w > 0y+e 384107 /197

0,7 +W > 0 +e 4.7 002 77/

OH™ +hV ™ OH+e 17

€0 3" +hV = COj+e 22+102 /16/

NO = +hV = NO,+e 80,104 /9/

N0 3~ +hV ™ NOy+e 5241072 /24/

Photodissociation of negative ions Rate coefficients (s")

03" +tW 2 07 +0 047  /8/

0" +W = 0, +q 024 /8/

3 +hv ™ 0 +CO, 015 /16/

Table 2 continued. Ion-chemical reactions and reaction rates in the SIC-model. The
references are given in paper [5].
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Our purpose is to calculate the equilibrium concentrations of the ions introduced in figures 4 and
5, under the effect of all the reactions listed in table 2 and the direct production processes described
above. Additional assumptions used in the mathematical formulation of the model are the overall
charge neutrality condition and an extremely low ionisation degree. The neutral concentrations can
thus be considered uneffected by the ion chemistry.

A change in the concentration n; of the ion ¢ can be described by the continuity equation. Let
us denote the particle production rate by P; and the loss rate by L;. For a steady state condition, and
neglecting the transport effects, the continuity equation simplifies to the form

Pi—ni-Li=0 (9)

where

P = > Dik (10a)

production processes k

and

Li= Y k. (106)

loss processes k

The charge neutrality condition reads:

Z n; — Z n; . (11)

positive negative
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In order to describe the chemical production terms p;; and loss terms l;;, in expressions (10a)
and (10b), let us consider a single reaction where ion C* is formed when the ion A" reacts with the
neutral component B:

At+B->CY+D . (12)

If the reaction rate constant of process (12) is denoted by k, the ion C™ is produced with rate
po+12 = k[AT][B] and the ion A" is lost at the same rate [ 4+, = k[A1][B]. When assuming that
the neutral concentrations are much larger than the ion concentrations, and are not effected by the
changes in ion concentrations, it is practical to define a new reaction rate constant, where the usual
rate constant is multiplied by the relevant neutral concentration. Thus the production of ion C* and
loss of ion AT can be described by the constants IIo+ and A 4+ in expressions

po+12 = lo+12[AT] (13a)

and

lat12 = Aa+19[AT] . (13b)

If all the processes were linear in the unknown variables (the ion concentrations n;), one could
write equations (9) for each ion as a group of linear coupled equations expressed in matrix form as

BN+(3=0 (14)

where B is a 35x35 matrix having as its elements the terms IT and A, which describe the production
and loss rates of each ion. N is a vector containing the 35 unknown ion concentrations. Q is a vector
which contains the constant production rates from expressions (5), (7) and (8).

Writing equation (14) in element form as

—A
' —A, (1) ni P11t P12
ng P21 + P22 o
. + ., = 0 (15)
n : :
( ) _An Np Pn1 + Pn2

we can assign the contributions from different types of the involved processes to the elements in
equation (15), as described in table 3.
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Process type Reaction production rate loss rate location
of ion_k ofion 1
(i=k) bki bii qk
Photoionization A+hv— At +e P, Py,
Galactic cosmic A+E—o Atte
b Pyp Piy
Positive ion A¥+M > Bt +N Im,. : II,. -A;
reactions K A n 1=
Negative ion A+M-> B +N My ; Ny A —
rea%ticlms ' A+M-> AM+e” _ = ﬁ ot } —
A"+M—> A+M+e — AN — A
Positive ion AMt+hv—o At +M I, . : Inm,. -A;, —
dissociation = A i 1
Negative ion CM +hv>C+M IT.. : Im,. -A; —
disgociation i A k 1
Negative ion R .
photodetachment B +hv > B+e — N — Ay =

Table 3. Location of production and loss terms in equation (15). Only two direct
production processes are shown. Ionisation by electron or proton flux contributes sim-
tlarily as galactic cosmic rays.

The diagonal elements A; in the matrix in equation (15) are the sums of all the loss rates of
ion :. The non-diagonal elements are seemingly single production rates in separate processes, but
sometimes one ion may be formed from the same source ion through a few different reactions with
different neutrals, in which case also the production rate could be a composite one.

If we express the electron concentration using the charge neutrality condition (11), equation (14)
is missing the processes which make our set of simultaneous coupled equations nonlinear. These are
the positive ion recombination with electron, recombination reactions between positive and negative
ions and the negative ion formation by electron attachment to neutrals. The effect of these processes
in equation (15) is described in table 4.

Process type Reaction effect on elements depelx;'ldence introducedQ
Positive ion
recombination At +e = A Ai> A + N, B - B(N)
Ion-ion X* + X~ - neutrals Ai—> A +E; X npos
recombination pos B - B(N)

Ai— A +M; X npeg

neg

Electron . .
attachment A+e > A g — q; +Y;Ne Q- Q)

Table 4. Processes introducing nonlinearity in equation (15).

The equilibrium condition, including all the processes described in tables 3 and 4, can now be
expressed in a simple form



34

F(N)=B(N)N+Q(N)=0 (16)

where the elements of the matrix B and vector Q are given by tables 2, 3 and 4 together with
information on neutral concentrations.

We solve equation (16) using the Newton-Raphson method (see e.g. Press et al., 1986). Let us
denote by vector IV the solution of equation (16) and by N, some initial guess of the solution. We
may write

N=N,+§ (17)
where § is the correction vector needed to bring N, to be the real solution N.

In the neighbourhood of N, each component f; of function F may be written as a Taylor series
expansion

B =)+ X () =0 (18)
j J/ N=N,

If we suppose that the guess N, is sufficiently near the solution N, we may neglect the second
and higher order terms in expression (18). Thus we get a linear equation for each component of the
correction vector 6 in the form

(0 .
Z (aNj)ﬁzﬁo 65 = —filNo) . (19)

J

From equation (16), the components f; of the function F' may be written in the form f;(N) =
> Bij(N)n; + ¢q;(N). The partial derivatives of the components f with respect to the ion concen-
trations n can then be expressed as

<ﬂ%_) = ( Mnj + Bix(N) + M) . (20)
Bnk 1\7=1\70 - a'nk Bnk 1\7:1\70

The partial derivatives (20) can be written in a simple explicit form by defining vectors Gt, G~
and G° which identify the positive and negative ions and their charges. The components of these
vectors are given by expressions

+_ {1, for i <24 (21a)

i 0, fori>25
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- 0, for:<24
9 = {1, for i > 25 215
and
Ge =Gt - G . (21¢)

The total electron and ion concentrations are then N, = G¢-N, Nt =G+-Nand N— = G—.N.

Using the coefficients defined in tables 2, 3 and 4, the partial derivatives are given by the
expression

aF,
(3fz> = (~ougk — &gl —mgp )(No)i + Bu(No) + migy . (22)
k) N=N

o

The linear group of equations (19) is solved using the singular value decomposition method
which makes it possible to check any improper behaviour of the set of equations.

Once the equation for the correction vector & is solved, we have from expression (17) a new value
N’ = ]\7,, + 6 for the guess of the unknown ion concentrations N. If our initial guess N’o was good
enough, the new guess N’ is nearer to the solution NN. By solving again for a correction vector §’ we
form an iterative procedure, which gives an approximation of the solution N. The numerical accuracy
of the solution could be controlled, for example, by the components of the vector 0, satisfying the
condition /3", 67 < €, where ¢ is a number defining the desired numerical accuracy.

In practice, for the SIC-model procedure we use the behaviour of the components of the vector
function F as the criterion to stop the iteration. If the iteration converges the elements f; give direct
information about how good a solution we have found for each equation. The initial guess for the
solution must be sensible to make the iteration to converge. Since the amount of important ion species
rapidly decreases with increasing altitude, a trial solution is first formed for the lowest altitude, where
all included ions are present. Having an initial solution for the lowest height we solve the equations
(16) and continue with the next height in a 1 km grid, always using as the initial guess the final
solution for the previous height.



4. ANALYSIS OF INCOHERENT SCATTER MEASUREMENTS

The analysis of incoherent scatter measurements in E- and F-regions has been well developed
over the years. Even theoretical parameter error estimation of the inverse problem has been presented
by Vallinkoski (1988). In D-region work one cncounters severe difficulties in instrumentation and
experiment design due to properties of the target. First, the ionisation is extremely low, resulting
in very weak signals, which are difficult to separate from mere noise. Second, receiver recovery
effects, and other similar effects often disturb measurements at the lowest altitudes. These effects
include operation of receiver protection switches, transmitter pulse leakage to receiver front end,
behaviour of noise temperature and gain after the transmitter pulse, and the strong atmospheric clutter.
Third, the incoherent scatter spectrum at D-region altitudes is so narrow that the sampling time of the
autocorrelation function, needed to resolve the spectrum, becomes comparable to interpulse separation
times in the transmitted pulse train. This will cause clutter from higher altitudes, where the signals
are orders of magnitude higher. All this results in a complicated experiment design structure, which
should reduce data distortions and where a balance between different unwanted effects should be
found (Turunen, 1986).

The radar equation (2) allows straightforward estimation of electron density from the scattered
power. If ionisation in the target region is low, only the zero time lag of the autocorrelation function
may be above the detection threshold, and the whole spectrum is not resolved. Time integration of
the sampled data may help to resolve the spectrum. But at the same time we will loose the time
resolution, which is needed to solve the physical problems which the experiment was aimed at.

In the D-region the incoherent scatter spectrum is expected to have a Lorentzian form, whose
Fourier-transform is an exponential. From figure 1 the characteristic times of the exponentials are
seen to be at least a few milliseconds at the lowest D-region altitudes. Because recovery times are of
the order of only tens of microseconds, a simple way to get rid of the recovery effects is to replace
the zero time lag of the autocorrelation function estimate with a lag of about 100 ps.

Paper [1] discusses determination of the effective recombination coefficient of the D-region
during a solar proton event. EISCAT incoherent scatter data on electron density and GOES-5 satellite
data on proton flux were used. The EISCAT experiment, with code name ESLA-T4, was a Barker-
coded multipulse experiment (Turunen and Silén, 1984). The zero lag of a multipulse experiment is
ambiguous in range. In ESLA-T4 separate single pulses at different frequency channels are used to
estimate the zero lag. The electron density was estimated initially with time resolution of one minute
and height gate separation of 600 m at altitudes above 63 km, using expression (2).

Below altitude 80 km the recovery effects were reduced by replacing the zero lag of the auto-
correlation function by the lag 104 us. The effect of this correction is most clearly seen in figure 5 of
paper [1]. Incremental absorption of cosmic radio noise at 30 MHz was calculated from the estimated
electron density. Without the correction the incremental absorption would approach infinity at the
lowest altitudes, since electron-neutral collision frequency is increasing exponentially with decreasing
altitude. The absorption profile at 1030 UT shows that high ionisation in the beginning of the proton
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event occurs below the lowest altitude of the EISCAT experiment.

The incoherent scatter signal from D-region was very weak. The experiment ESLA-T4 was not
specifically designed for D-region applications, but as a high resolution sporadic E-layer experiment.
The data shown in figures 3 and 5 of paper [1] are the result of time averaging over 10 minutes.

The statistical accuracy of the single pulse power profiles is increased when information present
in the multipulse zero lag is used. The range ambiquity can be removed using an inversion approach
presented by Lehtinen and Huuskonen (1986). This method was applied for altitudes above 80 km.

The estimated values of electron density were compared with cosmic radio noise absorption
measurements at 30 MHz. This comparison is presented in figure 6 of paper [1]. The recordings by a
standard wide beam riometer antenna are reduced to a zenithal value by a factor of 0.83 (Hargreaves
etal., 1979). A general agreement of the calculated and observed absorption is seen for the electron-
neutral collision frequency profile by Kane (1961). However, at the beginning of the proton event the
calculated absorption is higher than the measured one by almost a factor of two. This is surprising,
since normally one would expect the high ionization below EISCAT range coverage to result in lower
calculated absorption. The origin of the deviation remains unclear.

There are two known sources of error in the electron density values, arising from the possible
presence of negative ions and from the effect of a finite electron Debye length. These are not
included in expression (2). As seen from expression (3) the electron density will be overestimated
due to the first effect, but underestimated due to the second, and both effects become greater at lower
heights. No further corrections were tried for the electron density data in paper [1], since knowledge
about negative ions in the form of a reliable model, or spectral width information, would have been
necessary. Moreover, only the two lowest altitudes in the estimation of the effective recombination
rate were subject to this uncertainty in the absolute values.

The interpretation of EISCAT electron density data in the form of effective recombination rates
was performed in the following way.

The proton flux measurements in the solar wind, by the satellite GOES-5, were used to calculate
ion production rates in the lower ionosphere. The calculation was done using the computer algorithm
"PROTON” by G. Reid (private communication). The algorithm includes experimental data on proton
energy dissipation and a fixed neutral atmosphere density profile at the relevant altitudes. Values of
Qeff = 1—\?, were calculated for every 5 km between altitudes 65 and 90 km and for each half hour
between 1030 and 1330 UT on 16 February, 1984, except for 1130 UT when the EISCAT antenna
was pointed away from zenith. The results of this analysis are described in section 5.

A special D-region experiment for EISCAT UHF and VHF radars, with code name GEN-11, was
developed to overcome the technical difficulties mentioned above (Turunen, 1986). This experiment
is widely used (e.g. papers [3], [4], [5], [6]; Hall et al., 1987, 1988; Collis et al., 1988; Hoppe et
al., 1988; Risbeth et al., 1988; Hall and Brekke, 1988) and it is today one of the EISCAT routine
experiments. Paper [2] contains a description of the range ambiguities produced by the transmitted
modulation and describes the treatment of the received signal. Paper [2] also describes in detail how
these ambiguities are removed and suggests a method to remove clutter from the lowest altitudes.
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The experiment GEN-11 is a pulse to pulse correlation experiment for the EISCAT UHF and
VHF radars. It uses 13-bit Barker-coded double pulses with a total length of 91 us each, and a
time delay between the two pulses varying cyclically between 7 and 35 ps in steps of 7 ps. One
transmission cycle consists of 70 double pulses at a time interval of 2.222 ms, from which 22 lags are
calculated. The modulation is designed to remove background noise, mains harmonic contamination
and F-region clutter automatically from the autocorrelation function estimates. Data is received for
42 range gates, with separation 1.05 km. The measured range extends from 70km to 113.05 km.

The use of pulse pairs inevitably produces range ambiguities. Also the zero lag estimate which
in fact is a nominal lag of 112 us is ambiguous in range. These ambiguities can be described
conveniently by the theory of ambiguity functions for incoherent scatter experiments as described
by Lehtinen (1986). In incoherent scatter experiments time lagged products of the complex signal
are calculated to yield the autocorrelation function estimate of the signal. The estimate of a lagged
product is given as a weighted average of the plasma autocorrelation function both in the lag variable
v and spatial variable . The weighting is specified by a two-dimensional weighting function, power
at receiver input and receiver input impedance. If the plasma autocorrelation function is constant in
v, within the region where the ambiguity function is non-zero, the ambiguity function is reduced to a
one-dimensional range ambiguity function. It tells the weights of the different altitude ranges in the
estimate and is determined solely by the receiver impulse response and the transmitted modulation.
In Barker-coded experiments the receiver impulse response is the convolution of the impulse response
of the post-detection filter with that of the Barker-decoder.

The range ambiguities of the experiment GEN-11 are presented in figures 4 and 5 of paper [2].
The effect of the ambiguities is different for different lags. The total area of the ambiguities, compared
with the response from the measured altitude, ranges from 11 % to 56 %. A simple solution to the
ambiguity problem would be to use only those lags with the minimum ambiguities in estimation of
the spectra. However, once the ambiguity functions are exactly known, the results of an unambiguous
measurement can be simulated using a correction procedure described by Huuskonen et al. (1988).
The procedure results in a set of experiment-specific correction matrices, by which the altitude profiles
of the measured lags have to be multiplied. An example of these matrices is given as figure 6 of

paper [2].

In order to study the effect of the range ambiguity removal, data measured by the EISCAT VHF
radar on 27 April 1987 between 2210 and 2230 UT was analysed. An exponential fit to the measured
autocorrelation function was done, introducing additional parameters to describe the Doppler shift
due to plasma drift and lag dependent clutter at the lowest altitudes. Uncorrected and corrected
autocorrelation functions are presented in figure 8 of paper [2], and results of fits for uncorrected
and corrected data are shown in figure 9 of paper [2]. The correlation time in figure 9 of paper [2]
is the inverse of the Lorentzian spectral width. Above 90 km the correlation times based on the
uncorrected data are consistently about 20 % higher than the corrected values, but between 80 and 90
km the difference is small. Below 80 km the difference is again greater and increases with decreasing
altitude, finally reaching values up to a factor of two. The effects of the correction on estimated
values of physical parameters in D-region are discussed in section 5.

Paper [3] describes results from the experiment GEN-11 with EISCAT UHF radar on 1 July 1985,
between 1954 UT and 2134 UT. The range ambiguity correction described above was applied to the
original radar data. At the very lowest altitudes the corrected lag of 112 us is a good approximation of
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the received power, but at other altitudes an additional correction must be made. When the spectrum
can be assumed to be Lorentzian, one can use the extrapolation obtained by fitting an exponential
curve to the measured autocorrelation function points. This assumption however fails in the upper
D-region. A solution, adopted in paper [3], is to use model autocorrelation functions in the vicinity
of the zero lag to correct the values to a true power estimate. Figure 6 shows an altitude dependent
correction factor for the EISCAT UHF radar, obtained from model autocorrelation functions presented
by Schlegel (1979). At higher altitudes this method will also fail, due to bandwidth limitation of the
experiment and increasing effect of inaccuracy in the model autocorrelation function., Examination of
the data in papers [2] and [3] shows that the limiting altitudes, for UHF and VHF radars respectively,
are slightly above 90 km and around 100 km.

Altitude [km] EISCAT VHEF:solid UHF:dashed
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Figure 6. Correction factors to estimate true power from lag 112 ps in GEN-11 ex-
periment for the EISCAT VHF (solid line) and UHF (dashed line) radars.

Electron density estimates presented in figure 2 of paper [3] were subject to one more correction.
This is the Debye length correction already mentioned when discussing the possible errors in electron
density values of paper [1]. From expression (3) it is seen that the raw electron density from expression
(2) is in error for low values of electron density. If ihe D-region electron density is below 101°m—3,
the corrected values can be up to a few tens of per cent greater than the raw values. An iterative
procedure to solve for the Debye-corrected electron density was described by Mathews et al. (1982).
The same treatment was used in paper [3].

The bulk motion of the plasma produces a Doppler shift to the scattered spectrum. This shift
appears as a phase factor in the measured autocorrelation function. The phase may be determined



40

by fitting it as a separate parameter when fitting an exponential form to the measured autocorrelation
function, or equivalently, when fitting a Lorentzian form to the spectrum. In paper [3] the so-called
‘matched filter’ method was used to determine the phase and thus plasma velocity. The measured
autocorrelation function was then multiplied by the opposite phase to give a Doppler corrected auto-
correlation function. An exponential fit to the corrected data was done to extract correlation time ..
The correlation time depends on ion-neutral collision frequency v;,, ion mass m;, temperature 7" and
negative ion to electron concentration ratio A, as described by the expression

. 2.37- 1019Vinmi

e = —Fa 1N (23)

Expression (23) corresponds to a simplification of expression (4). The effects of a finite Debye
length are neglected here.

Figure 4 in paper [3] shows altitude profiles of vertical wind velocity with time resolution of 4
minutes during a half hour period. Clear indications of wave-like motions are seen. The velocity at
a certain altitude may change by several meters per second in a few minutes. A direct consequence
is that the coherence time, or spectral width, cannot be reliably estimated from raw radar data which
is time integrated too long. An example of this Doppler broadening of the spectra is given in figure
6 of paper [3]. Time integration of the raw data over 30 minutes, and Doppler correction thereafter,
yields from 5 to 25 % broader spectral widths, compared with the result of averaging the individually
Doppler corrected 4 minutes spectra over 30 minutes. Thus all the results derived from correlation
time in paper [3] were based on the individually Doppler corrected spectra.

Expression (23) was used to estimate the altitude profile of ion-neutral collision frequency from
the determined correlation times. Mean ion mass of 30.5, absence of negative ions during sunlit
conditions and a model temperature were assumed. The resulting ion-neutral collision frequencies
and their interpretation are discussed in section 5.

The use of expressions (4) and (23) seems justified by the comparisons presented in figures 1 and
2. However, a real justification would be given by a comparison with experimental data. This was
carefully tried in paper [4]. The solar proton event of August 1989 produced excess ionisation in the
D-region during several days. EISCAT UHF radar was measuring with experiment GEN-11 during
three nights between 12 and 15 August. The antenna was pointed cyclically in three positions. The
cycle of pointing directions was vertical, to the south, vertical and to the west, with a five minutes
measuring period in each direction. Antenna elevation in the two oblique positions was 72.5°, in order
to get three-dimensional information of the wind field (not reported in this thesis). The radar data
was analysed according to guidelines given in paper [2] to give spectral widths with time resolution
of 5 minutes.

Theoretical spectral widths were calculated from expression (4) with the assumption of no neg-
ative ions present. The Debye length was approximated from the raw electron density given by
expression (2). The mean ion mass was described by a selected measured altitude profile of ion mass
(Johannessen and Thrane, 1974), which was adjusted to correspond to the condition of high ionisation
by modifying the cluster ion concentrations, according to their recombination coefficients given by
Swider and Narcisi (1975, table 1, reactions 31-34). The adopted ion mass is shown in figure 3 of
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paper [4].

Empirical temperature profiles measured by a Na lidar experiment, run at Andgya Rocket Range
129 km west of the EISCAT site, were averaged separately over each night of measurements and
also over a period of five nights. Single measured temperature profiles show significant wavelike
structures. The use of average profiles was preferred, since the actual profile over the lidar site
does not necessarily represent the thermal situation above EISCAT at the same time. The empirical
temperature profile of Fleming et al. (1988), in the following called CIRA 88 profile, was also used.
The temperatures are shown in figure 2 of paper [4]. As the lidar measurements extended only down
to around 85 km, the temperatures were combined with the CIRA 88 values at 80 km and below,
linearly interpolating the temperature between 80 km and the lowest (in altitude) lidar temperature
available. The ion-neutral collision frequency was calculated according to Hill and Bowhill (1977),
as a function of mean ion mass and neutral mass as well as neutral density. For the neutral density
the 100 km altitude density value of CIRA 88 was taken as an initial value. The altitude profile was
integrated from the respective combined lidar/CIRA 88 temperature profile.

Figures 6a and 7 in paper [4] show comparisons of measured and calculated spectral widths. The
differences between the measured and calculated values can be interpreted as the ratio of negative ion
concentration to electron concentration, as presented in figure 6b of paper [4]. However, this should
physically be justified only at the lowest altitudes, where we expect the negative ions to appear. At
higher altitudes, where the differences between the calculated and measured spectral widths are most
prominent, no significant amounts of negative ions are observed in experiments. This discrepancy
is also seen as the negative values of the negative ion to electron concentration ratio in figure 6b
of paper [4]. These features, and the result of studying the D-region spectral widths published by
other authors, are further discussed in section 5. Generally a discrepancy between the measured and
calculated spectral widths is seen in paper [4].

The benefits of interpretation of incoherent scatter measurements in D-region by means of a
chemical model were already pointed out by Mathews (1981). A step in this direction is taken in
paper [5], where electron density values measured by EISCAT were used as constraints for chemical
modelling, in order to deduce the neutral nitric oxide concentration in D- and lower E-regions.

EISCAT measurements on 22-23 August 1985 with the UHF radar, and on 14 August 1988
with the VHF radar, were carefully checked to select electron density profiles which correspond
to geomagnetically undisturbed conditions. The UHF radar experiment used a Barker-coded power
profile with a height resolution of 1.02 km. Three mean electron density profiles, with time averaging
over 15 or 25 minutes, were estimated using expression (2). These corresponded to solar zenith angles
57.8°,70.8° and 83.7°. The VHF experiment was GEN-11, but the corrections presented in paper [2]
were not taken into account. This produces errors in the electron density values of the order less than
20 %. A mean profile averaged over 20 minutes and corresponding to solar zenith angle of 81.7° was
selected for modelling. Because of the known inaccuracy, the VHF data were used just for reference
and main emphasis in paper [5] was put on the UHF data. Altitude range for modelling was chosen
to be from 80 to 120 km. The effects of finite Debye length and negative ions can thus be neglected,
and the use of expression (2) is justified.

Two different and independent ion-chemiStry models were used. One was the simplified six-ion
scheme of Mitra and Rowe (1972) and the other was the more complete 35-ion SIC-model. The
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Mitra-Rowe scheme includes explicitly ions NO*, OF, Of and O3 . All the cluster ions are lumped
under an effective positive ion Y+ and all negative ions except O, under an effective negative ion
X,

First the solar reference spectra of the models were adjusted to fit the EISCAT electron density
data at E-region altitudes for the zenith angle 57.8°. For the Mitra-Rowe model this resulted in a
multiplying factor of 2.5 for the solar EUV flux, except for the Lyman-o flux, for which a value of
3.0-10em~2s~! was adopted. In the SIC-model the EUV flux was multiplied by factor 1.3 and the
the Lyman-a flux was set to 2.3 - 10'cm~2s~!, The same adjustment gave satisfactory agreement
between the models and the observations for the other two zenith angles at altitudes above 100 km.

As an initial altitude profile of NO the concentrations for quiet geophysical conditions given by
Grossmann et al. (1985) were used. The concentration of NO was then modified until reasonable
agreement between model and observed electron density was found at all altitudes, but with emphasis
on altitudes below 100 km. For the SIC-model the derived NO profile was then tested at the other
two zenith angles. The Mitra-Rowe model allowed faster computations and an optimum NO profile
was found in a cyclical fitting procedure at all zenith angles. The resulting N O profiles are presented
in figure 14 of paper [5] and compared with the profiles of Grossmann et al. (1985) and Meira (1971)
in figure 15 of paper [5]. A considerable increase of NO concentration from the initial values was
needed in order to fit the models with the radar data. Both models gave the same result. The estimated
NO concentrations are discussed in section 5.

In paper [5] the spectral width of the incoherent scatter signal was not utilized. Expression
(4) for spectral width contains several physical parameters of the D-region: mean ion mass, neutral
temperature, ion-neutral collision frequency and negative ion to electron concentration ratio. A tra-
ditional solution to the problem of the indistinguishable effect of these variables on the spectrum is
to use empirical models or independent physical measurements for some of the quantities, as e.g. in
papers [3] and [4]. Alternatively, it is possible to add in the data interpretation a priori information
of atmospheric behaviour. That is, neutral scale height may be extracted from the altitude variation
of spectral width data (Tepley and Mathews, 1978).

A complementary interpretation is offered in paper [6]. Electron concentration, negative ion to
electron concentration ratio, mean ion mass and neutral temperature were estimated simultaneously
from expressions (3) and (4), via the use of the detailed ion chemistry scheme, presented in section 2.
Ton velocity was not treated in the context of paper [6], since its effect is only to cause Doppler shift
to the scattered signal. This effect is removed in the first step of data analysis, where a Lorentzian
form is fitted to the signal. EISCAT data recorded during the solar proton event of August 1989
were used. Assumptions were made on neutral atmosphere composition and primary ion production,
which was calculated from GOES-7 satellite measurements of proton flux in the solar wind. The basic
assumption in paper [6] is that the description of incoherent scatter given in section 2 is valid. In
contrast to the treatment in paper [4], the use of expressions (3) and (4) was mathematically strictly
coupled in paper [6].

The measured proton fluxes are described in figure 2 of paper [6]. Assuming these to represent
the flux which penetrates the atmosphere, and using the same neutral atmosphere model as is used in
the SIC-model, one can calculate the ion production rate due to the proton flux. The algorithm for this
calculation is originally due to Reid and was used in paper [1] with a different neutral atmosphere and
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a different altitude step. At this stage temperature is also taken from the model, but later temperature
is varied, and consequently also the neutral density and the ion production rate are changed. The
ionisation rate of air is divided between the main neutral components similarly as in the case of
electron precipitation described in section 3 by expressions (8), but assuming the cross-sections to be
proportional to the atomic masses. Production rates were calculated as

B 0.88n(N>)
pp(N$) = q-0.76 0.88n(N2) + n(0O2) ,
B n(0s)
Pp(03) = q-0.67- 0.88n(N2) + n(O3) X
and
0.56n(05)

tY—g. .
PplO7) =q-0.83 0.887(N3) + n(Os)

The total ionisation rate is shown in figure 3 of paper [6]. The individual production rates were
added to the photoionisation rates, although photoionisation appears to be insignificant during a proton
event.

Radar data analysis is divided in two phases. First a raw data analysis is performed as described
in paper [2]. In this step the scattered signal power, spectral width and neutral wind are estimated.
Neutral wind is not discussed further in paper [6]. A raw electron density estimate is formed from
the scattered power using expression (2).

In the next step, the raw electron density, spectral width and the ion production rates are used as
input in a procedure where expressions (3) and (4) are solved simultaneously with the solution of the
ion chemical equilibrium in the SIC-model. An analytical solution to expressions (3) and (4) exists
for electron concentration and negative ion to electron concentration ratio as functions of mean ion
mass and temperature, if the ratio of the product of the first two multiplicative terms in expression
(4) to the spectral width is less than one. This solution is explicitly written down in appendix 1
of paper [6]. Mean ion mass is available through the solution of the SIC-model. Adjusting inputs
of the SIC-model, one can fit the electron concentration and negative ion to electron concentration
ratio resulting from expressions (3) and (4) to the ones given by the SIC-model. Strictly, one could
adjust two parameters. This is however not a suitable approach to a physical problem, where one
should care about the existence of a solution for a set of nonlinear equations, which already contain
simplifying assumptions. Since most of the ion chemical reactions are strongly temperature dependent,
temperature is selected as the parameter to be adjusted. Adjustment is done by fitting the electron
density of the SIC-model to the one from expressions (3) and (4). The consistency of our description
of D-region ion chemistry and incoherent scatter can then be checked by comparing the corresponding
negative ion to electron concentration ratios. This results in an iterative procedure, where for each
height we start with a temperature value and corresponding neutral atmosphere. Ion production rate
is then calculated and the chemical equilibrium is solved to give ion concentrations and thus electron
concentration, negative ion concentration and mean ion mass. The solution of expressions (3) and (4)
is then compared with the electron concentration and the temperature is changed to make the process
converge. Neutral density is changed according to the temperature change, by integration from a
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reference point at altitude 90 km, and keeping the relative amounts of each neutral component in
constant proportions.

The above procedure was applied in paper [6] at two selected times during the night 13-14
August 1989. These times were 0005 UT and 0255 UT, corresponding to solar zenith angles 95°
and 86°, respectively. At 0005 UT one would expect significant amounts of negative ions to be
present, while at 0255 UT they should practically be absent in the altitude range from 70 to 90 km.
The input data, raw electron density, spectral width and ion production rate are shown in figure 7
of paper [6]. The deduced height profiles of electron density, negative ion to electron concentration
ratio, temperature and mean ion mass are presented in figure 8 of paper [6]. One should note that the
use of the ion chemistry model also results in concentration estimates for all the different ions. The
results of paper [6] are further discussed in section 5.



5. RESULTS

Information on the effective recombination rate in D-region is highly varying in literature. This
is seen in figure 9 of paper [1], where average values of the deduced recombination rate coefficients
are plotted together with earlier determinations. Most of the average values fall in the range of the
previous estimates, though towards the higher extremes below altitude 85 km. Since ion production
by photoionisation was neglected in paper [1], the deduced values are actually too low by a few
percent. This is however less than the 10 % random error due to the uncertainty in electron density
values.

An interesting comparison of the deduced values can be made with those of Reagan and Watt
(1976), because their estimates were also based on incoherent scatter measurements. They used the
Chatanika radar in Alaska, during the solar proton event in August 1972. Variations of the effective
recombination rate coefficient as a function of time at fixed altitudes are shown in figure 10 of paper
[1]. A gradual decrease during the day is seen at altitudes between 70 and 85 km. This presumably
indicates a progressive change in D-region chemistry. A similar feature was observed by Reagan and
Watt at altitudes between 59 and 89 km, except for an intermediate range 67-72 km.

Altitude profiles of the effective recombination rate coefficient are plotted together with the ranges
of values determined by Reagan and Watt in figure 11 of paper [1]. Similar values are obtained at
around 80 km. Figure 11 of paper [1] also shows the recombination rates of ions OgL , NOt, (H30)™,
H*(H0),, Ht(H20)3 and Ht(H30)g to facilitate interpretation of the profiles. At the altitude
of 90 km the deduced values are closer to the theoretical value for OF than for NO* recombination,
in contrast to the picture of the molecular ion region seen from the values of Reagan and Watt. If
the steady increase of the recombination rate coefficient below 90 km down to 75 km is attributed to
an increase in the ratio of hydrated ions to molecular ions, one can estimate the altitude variation of
this ratio. Ratios of hydrated to simple ions based on the average values of figure 9 in paper [1] are
given in table [4] of paper [1]. The altitude where the concentrations of hydrated and simple ions are
equal is about 78 km. Below the altitude of 75 km the effective recombination rate is fairly constant
until a sign of strong increase is seen near altitude 65 km. The constant value corresponds to the
recombination coefficient of the hydrated ion H+(H,0)g¢. The values by Reagan and Watt show a
lower degree of hydration.

The rapid increase of the effective recombination rate coefficient below altitude of 70 km may
be caused by an increasing concentration of negative ions, or by an increasing proportion of larger
cluster ions, or both. The data by Reagan and Watt show a similar feature. They discussed the second
explanation, but the first one cannot be ruled out. Unfortunately the EISCAT experiment discussed
in paper [1] was not designed to give spectral information appropriate for investigations of negative
ions.

Estimation of negative ion to electron concentration ratio was done in paper [2] in order to see
the effect of the range ambiguity correction of the data. As was mentioned in section 4, the correlation
time at the height of 70 km is in error by 50 % if the correction is not done. Expression (23) was used,
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with a proper constant for the VHF radar, assuming an ion mass of 30.5 and relating the collision
frequency to the neutral density given by the MSIS-86 model (Hedin, 1987), with altitude extension
below mesopause (Alcaydé, 1981). The case study of data on 27 April 1987 at 22102230 UT resulted
in altitude profiles of the negative ion to electron concentration ratio, which are shown in figure 9 of
paper [2]. At the lowest altitudes, where the concentration of negative ions is highest, the uncorrected
data gives roughly 30 % too high ratios compared with the ones resulting from corrected data. The
error is decreasing rapidly with increasing altitude and is not significant at the altitude where electron
and negative ion concentrations are equal. The electron density is usually underestimated without the
correction and the ion velocity is affected hardly at all. At higher altitudes, where negative ions are
absent, the correlation times could be erroneous by 20 % without the correction. This would effect
the possible estimation of neutral temperature, density, ion mass and ion-neutral collision frequency,
or parameters related to these.

Ion-neutral collision frequencies were estimated in paper [3]. Altitude profiles of collision fre-
quency are plotted in figure 8 of paper [3] for two neutral atmosphere models at 1958-2034 UT on
1 July 1985. For comparison, the profiles from the expression v;, = 8.92 - 10°p, where p is the
atmospheric neutral density, are also shown. The deduced collision frequencies agree well with the
model frequencies, specially if one selects for higher altitudes the model MSIS-83 (Hedin, 1983),
extrapolated below mesopause as presented by Alcaydé (1981), and for lower altitudes the model
CIRA (1972). At altitudes around 86 km the measurements deviate from the model values by 50 %.
A possible explanation for this deviation is an increase of ion mass. A possible ion could be of the
type H* (H20),,, where n = 2. A mixture of any ions with mean atomic mass of about 40 would be
equivalent. However, because of the low temperatures around this altitude, the proton hydrates are
the most probable candidates. The good agreement between the estimated collision frequency and the
CIRA model below 86 km suggests that the assumption of ion mass is probably correct. For proton
hydrates this mass would result from a mean hydration index of 1.5. Alternatively, the molecular ion
regime could cover all altitudes down to 75 km, as in the case expected for hard electron precipitation.
Then the layer near 86 km could be composed of metallic ions of meteoric origin. Another possible
interpretation is that this feature is related to the occurence of a polar mesosphere summer echo on top
of an incoherently scattered signal. This would then result in narrowing of the measured spectrum,
as shown for the UHF radar by Rottger et al. (1990). However, the occurence of the PMSE should
be characterized by increase in the scattered power. This was not observed, except for the special
feature seen at 2058-2134 UT (figure 2 of paper [3]).

The deviations between the models and the experimental values can be accounted for in a number
of ways. The discrepancy with the MSIS-83 model below altitude 83 km could be explained by the
presence of negative ions, with the values of negative ion to electron concentration ratio ranging from
0.2 at 82 km to 0.5 at 76 km. Also a positive ion mass smaller than the assumed one can explain
the discrepancy, indicating for example hydrated protons with a mean hydration index slightly greater
than one. The discrepancy with the CIRA model above 88 km could be due to temperatures of the
order 3040 % less than in the model. All these are realistic alternatives. The suggested negative ion
to electron concentrations are small. Low concentrations of negative ions may be present for the solar
zenith angle of 85°. Very low temperatures may be expected around the summer mesopause at high
latitudes. In general, the accuracy of the measurements is of the order of the discrepancy between
the atmospheric models.

A special feature was seen at 2058-2134 UT in the same narrow altitude region that showed
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signs of heavier ions. The signal was weaker elsewhere, but around the altitude 86 km there was
a 2 km thick layer with exceptionally large coherence times. These are shown in figure 7 of paper
[3]. To explain this feature by local temperature variations is not reasonable, since temperature of
only 40 K would be required. A possible explanation is a layer of very massive ions. These could
be hydrated protons with the hydration index of the order of 10. Such ions have been measured by
rocket experiments in the arctic summer mesosphere in the presence of noctilucent clouds (Kopp et
al., 1985). The radar experiment itself does not allow to determine whether the time variations seen
in this layer are due to true temporal variations or caused by horizontal drift of a structured layer.

As was shown by Réttger et al. (1990), there exists an alternative interpretation for this special
event, in the form of the PMSE phenomenon. Collis et al. (1988) investigated this time period in
more detail, but having in mind the interpretation based on ion mass variations. However, figure 1
of Collis et al. shows a clear increase of the scattered power, in addition to the spectrum narrowing,
at the layer altitude. This is also seen in figure 2 of paper [3]. This feature in the data resembles
closely that shown by Rottger et al. (1990) for the UHF radar during a PMSE display, which was
recorded simultaneously with a 46.9 MHz VHF radar. The effect of the increase in ion mass on the
incoherent scatter spectrum is demonstrated in figure 7. Figure 7 shows incoherent scatter spectra
calculated from expression (1) at the altitude 85 km, corresponding to the conditions given for the
time 0005 UT on 14 August 1989 in paper [6], but calculated for different mean ion masses. When
the ion mass increases the spectrum narrows, but at the same time the total power in the spectrum
does not change. Thus, if the limiting bandwidth of the radar receiver system is large enough, one
should see no change in the incoherently scattered power due to ion mass increase. So a remarkable
power increase together with the spectrum narrowing would point towards the occurence of a PMSE.
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Figure 7. The effect of the increase in ion mass on the incoherent scatter spectrum,
calculated from expression (1) for the conditions given in paper [6] at 0005 UT on 14
August 1989, at the altitude 85 km.
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Although the theories behind the PMSE are many and none of them is generally accepted as the
one which produces all the features related to the PMSE, it could be mentioned that the mechanism
proposed by Kelley et al. (1987) is based on the existence of heavy ions in the mesopause region.
It thus appears that a quantitative estimate of ion mass in the layer may not be possible due to the
PMSE, but even the presence of the PMSE might qualitatively support the existence of a layer with
heavier ions.

A better alternative to assumptions and model variables in interpreting incoherent scatter spectral
widths as physical parameters, is to use exact measurements. This is done in paper [4] where
temperature measurements by a Na lidar experiment are used. The calculated spectral widths in
general proved to deviate from the measured ones, specially at the higher altitudes. The measured
values were sometimes narrower up to a factor of three. Once the temperature is fixed, the discrepancy
can be attributed to ion mass, ion neutral collision frequency or electron to ion temperature ratio. The
extreme ion mass profiles however usually have a pronounced limiting edge, which should appear
also in the spectral width profile. Such a feature is not seen in data. If electron temperature increase
is supposed to explain the observations, the ratio of the temperatures would have to be greater than
five, which is not a very realistic value.

One might ask if these observations are a special property of the GEN-11 experiment, or a
result of of the extraordinary high ionisation due to the proton event. In order to check this, the
experimental spectral widths published in literature were compared with the calculated ones using the
CIRA 88 model temperature and neutral density values and assuming the ion mass to be constant.
This comparison included data presented by Harper (1978), Ganguly (1980,1985), Fukuyama (1981),
Ganguly and Coco (1987), Kofman et al. (1984), Hall et al. (1987, 1988), Hoppe and Hansen (1988),
Turunen et al. in paper [3] and Pollari et al. in paper [2]. Figure 8 in paper [4] shows the ratio of
measured to calculated spectral width. The data points are scattered, but clearly there is a tendency for
the measured widths to be lower than the calculated ones. The ion-neutral collision frequency by Hill
and Bowhill (1977) assumes that the collision cross section is inversely proportional to the relative
velocity. This makes the collision frequency depend only on neutral density, masses, percentages
of neutral atmospheric molecules and atoms and on their polarizabilities. If the adopted ion-neutral
collision frequency is incorrect, this could be due to a more sophisticated interaction process or
imprecise values of the molecular and atomic polarizabilities.

One should note that in paper [4] the use of expressions (2) and (4) corresponds to an intrinsically
decoupled use of expressions (3) and (4). The effect of negative ions on scattered power was not
taken into account. This contrasts with the method of paper [6] where expressions (3) and (4) are
solved for physical parameters at the lower altitudes in a consistent way.

The use of EISCAT incoherent scatter data as constraints for ion chemical models in paper [5]
resulted in nitric oxide concentrations, which were typical for geophysically disturbed times. Peak
concentrations just less than 2 - 10%cm ™2 occur at 100 km, corresponding to the active and disturbed
profiles of Grossmann et al. (1985). The modelling effort, however, was done by carefully selecting
observations which represented quiet conditions.

McEwan and Phillips (1975) estimate that the mean life time of nitric oxide in the mesosphere
is about 3.7 days with respect to vertical transport. Life time with respect to chemical loss processes
is about 8 days. Thus transport is the dominant factor controlling the concentration of nitric oxide.
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At high latitudes, energetic particle precipitation into the thermosphere during auroral activity
can enhance the nitric oxide concentration. The observations with the UHF radar did in fact include
periods of auroral activity in the post-midnight (Burns et al., 1990) and morning sectors (Hargreaves
and Devlin, 1990). The enhancement of the nitric oxide concentration could be due to an increased
production of thermospheric N(2D) by precipitation

No+e—= NCD)+N(*S)+e

in addition to
NO* +e—= N(2D)+0

and
Nf + O0— N(®D)+ NO*

followed by
N(D)+ 03— NO+0O

and then transport into the mesosphere. The resulting enhancement of mesospheric NO coupled with
its long lifetime could be responsible for high concentrations in the D-region. Under quiet daytime
conditions this situation might persist for hours.

Figure 8 in paper [6] shows the results of interpreting the EISCAT measurements at 0005 and
0255 UT on 14 August 1989, via the solution of the SIC-model. The raw electron densities from
expression (2) are also shown in figure 8a of paper [6]. The negative ions have a considerable
effect on the electron density profile at 0005 UT, whereas during the daytime only the Debye-length
correction is seen to be effective. The value of this correction is of the order of 5-10 %. The mean
ion masses in figure 8c of paper [6] are similar for the two times, except for the region of negative
ions. In addition, the overall forms of the ion mass profiles are similar to the profile adopted in paper
[4] (see figure 3 in paper [4]). The deduced temperature profiles, shown in figure 8d, resemble each
other closely for the two selected times. The differences are of the order of 5-15K and correspond
to the small differences in ion masses at the altitudes of no negative ions. The negative ion profiles
resulting from the SIC-model are shown as solid lines in figure 8b of paper [6]. At midnight, the
concentrations of negative ions and electron are equal at the altitude of 75 km. The negative ion to
electron concentration ratio A is 8 at the height of 70 km. At daytime, a sign of negative ions appears
only in the lowest measured gate at 70 km, the value of A being less than 1. As a consistency check
of the model and the radar data, A profiles from the solution of expressions (3) and (4) are plotted
in figure 8d as dashed lines. The different A profiles do not quite agree but they are consistent to
within an accuracy better than 25 %.This is the difference between the night-time value derived from
expressions (3) and (4) and the SIC-model value at 70 km.

Selected altitude profiles of ion concentrations are plotted in figure 9 of paper [6]. The dominant
positive ions are NO™ and OF, competing at different altitudes. The cluster ions are not strikingly
abundant compared to a normal D-region situation, where primary ion production rates are much less
than in our case of a solar proton event. At altitudes higher than the actual negative ion region the
dominant negative ion is O, . At night-time this is replaced by the dominance of CO; and NO3
below 75 km. At day-time, HCOj also sets in at 70 km.

The electron density values are checked against cosmic radio noise absorption measurements in
figure 10 of paper [6]. Although the altitude range of EISCAT measurement is limited, the comparison
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can be made during night-time, when free electrons are lost due to electron attachment to neutrals at
low altitudes. The deduced electron density is seen to be more consistent with the riometer data than
the raw density.

A contour plot of negative ion to electron concentration ratio as a function of time and altitude
is given in figure 12 of paper [6]. The three nights show similar behaviour. Negative ions start to
appear at the height of 78 km, and in significant amounts below 75 km. A small difference is seen
in the first night. This might be a sign of the neutral atmosphere response to the solar proton event,
because figures 10 and 12 in paper [6] were formed using average profiles from figure 8 of paper [6].

Most confidence in the validity of the incoherent scatter data interpretation in paper [6] results
from a comparison of the deduced temperatures with those measured by the Ne lidar experiment.
The measured temperatures were given as average profiles in paper [4]. This comparison is shown in
figure 8.
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Figure 8. Comparison of the deduced temperature profiles (dashed lines) at 0005 and
0255 Ut on 14 August 1989 with an average profile (solid line) from lidar measurements
at Andpya during the night 14-15 August 1989 (from paper [4]). The extrapolated
MSIS86 model temperature used as initial values in calculations is also shown (dotted
line).

The temperature minimum measured by the lidar experiment is not exactly given by the MSIS86
model temperature, although the height averaged temperature in this region is quite close. The deduced
mesopause temperatures instead closely match the lidar temperature average. Also the sharp gradient
above mesopause is present in the deduced temperatures. The gradients around mesopause even match
those of the lidar temperature average. A clear difference between the deduced temperatures and the
lidar temperature average is in the mesopause altitude, which is 85 and 87 km for the deduced and
lidar temperatures, respectively.



6. CONCLUSIONS

The EISCAT UHF and VHF radars are powerful tools for investigating D-region aeronomy,
provided that a sophisticated analysis procedure is used both in handling the raw radar data and in
interpreting it as physical parameters.

Receiver recovery effects can be reduced if spectral information is present in radar data. The
range ambiguous zero lag of a multipulse experiment can be used to improve statistical accuracy of
the data in practical applications. The range ambiguities produced by the special modulation structure
of a Barker-coded pulse to pulse correlation D-region experiment can be removed from data. Without
this correction electron densities are usually underestimated, correlation times can be erroneous by
20 % or more in the worst case, and a considerable error on parameters derived from spectral width
is caused. The ion velocities are not affected by the correction. A case study with the EISCAT VHF
radar on 27 April 1987 showed that at the altitude of 70 km the negative ion to electron concentration
ratio would be 30 % too high, if it were estimated without the correction.

The description of incoherent scatter at D-region altitudes by Fukuyama and Kofman (1980) is
in excellent agreement with the description of incoherent scatter based on the work by Dougherty and
Farley (1960, 1963) and Swartz and Farley (1979). Once accepted, the resulting analytically simple
form can be used to infer one of the parameters mean ion mass, ion-neutral collision frequency,
temperature and negative ion to electron concentration ratio, if the others are fixed by independent
measurements or model values. If one wants to make no other a priori assumptions on the behaviour
of the atmosphere, a detailed ion chemistry model of the D-region can be used to establish relations
which allow the determination of more than one physical parameter from the spectral width of the
incoherently scattered signal.

However, there is a possible conflict of the presently accepted incoherent scatter theory with
experimental data. The measured spectral widths in D-region appear to be narrower than those
calculated from expression (4), using assumptions on ion mass and a model neutral atmosphere,
together with the description of ion-neutral collision frequency for momentum transfer as given by Hill
and Bowhill (1977). There has been a controversy as to the introduction of the collisional term in the
incoherent scatter theory. Dougherty and Farley used a particle conserving relaxation term. Waldteufel
(1965, 1969, 1970) formulated different collision terms allowing for momentum conservation and
temperature changes during collisions. Grassmann (1988) also considers modification of the collision
term to conserve density, momentum and energy. As Waldteufel’s and Grassmann’s formulations will
yield even wider spectra than that of Dougherty’s and Farley’s, it is natural to use the description
adopted here. Ganguly and Coco (1987) also found that the formulation by Dougherty and Farley
fits the experimental results best. They note that during collisions ions lose both momentum and
energy to neutrals, and so far as ion gas is concerned, neither should be conserved. If the formulation
by Dougherty and Farley is accepted, one concludes that in paper [4] either the collision frequency
by Hill and Bowhill (1977), information about atomic and molecular polarizabilities or the improper
treatment of Debye length effects causes the observed discrepancy. Possible electron gas heating by
the probing radar pulses should also be considered quantitatively.
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The measured altitude profiles of electron density account satisfactorily for the cosmic radio noise
absorption measured by riometers. One should note that precise comparisons of this kind are difficult.
First, a spatially structured precipitation region may be seen differently by the narrow beam of the
EISCAT antennas compared with a standard wide beam riometer antenna. Second, the calculation
of absorption from electron density profiles needs independent information about electron-neutral
collision frequency, which usually is available only through models or non-simultaneous reference
measurements. Third, the altitude region of EISCAT measurements is usually limited from below,
whereas the whole lower ionosphere is contributing to the integrating riometer measurement.

The effective recombination rate coefficients determined on 16 February 1984 are generally con-
sistent with previous estimates. They show a gradual decrease during the day indicating a progressive
change in D-region photochemistry. The gradual change of the effective recombination coefficient
between altitudes from 90 km to 75 km is consistent with a transition from molecular to hydrated
ions.

Changes in electron density at the altitude region of 80-110 km as a function of solar zenith
angle can be predicted by ion-chemical models, once a calibration to EISCAT measurements at a fixed
zenith angle is done. Determination of neutral nitric oxide concentrations on 23 August 1985 and 14
August 1988 showed concentrations which are typically observed at geomagnetically disturbed times.
The estimates based on two independent ion chemical models were consistent. Peak concentrations
occurred at altitude 100 km and were just less than 2 - 10°%cm™3. These high concentrations could be
explained by enhancement of thermospheric NO concentration by energetic particle precipitation in
the morning sector, followed by transport into the D- and lower E-region, where concentrations may
persist due to the long lifetime of NO.

Under suitable conditions, even in the D-region, the EISCAT UHF radar is capable of providing
spectral information on the incoherently scattered signal. Doppler velocities are clearly measurable
and can be used for studies of mesospheric dynamics. If spectral data is integrated over time, the
effect of atmospheric waves must be taken into account by correcting the spectra individually for the
Doppler shift. The obtained ion-neutral collision frequencies are reliable within the accuracy of the
available neutral atmosphere models. If the incoherent scatter signal is assumed to be uncontaminated
by the polar mesosphere summer echoes, a more or less persistent layer of heavy ions was observed
on 1 July 1985 at altitude 86 km. These ions are possibly of type H*(H,0),,, with a mean value of n
around 2, but during short intervals around up to 10. This conclusion is consistent with measurements
in the vicinity of a structured noctilucent cloud. However, the quantitative estimate of the very high ion
mass should be treated with some caution, due to the possible occurence of the PMSE phenomenon.

The electron density, the mean ion mass, the negative ion to electron concentration ratio and
the neutral temperature estimated from EISCAT measurements on 13—-14 August 1989 during a solar
proton event, were in agreement with all other information available for comparison. The estimation
was based on the use of a detailed ion chemistry model, which includes chemical reactions between 35
different ions. A selected neutral atmosphere model was used to provide initial values of temperature
and fixed proportions for concentrations of the neutral constituents. Satellite data on proton flux in
the solar wind was used to calculate ion production at D-region altitudes. The concentrations of the
cluster ions were not dominating even at the lowest altitudes down to 70 km during the high ionisation
produced by the protons. Nevertheless, higher mean ion masses, approaching the value 50, were seen
at the altitude of mesopause during the day and twilight conditions, and at 70 km during the twilight
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conditions. At mesopause the dominating ion was OF, at other altitudes it was NO*. In day-time
the dominant negative ion was O, and at the lowest altitudes HCO3 . At twilight O; was replaced
by CO3 and NOj3 below altitude of 75 km.

If the adopted description of incoherent scatter at D-region altitudes can be accepted, a vast
number of applications will benefit from the use of interpretations similar to that of paper [6]. For
example it would be straightforward to reveal the possible effect of the solar proton event on neutral
atmosphere. Instead of adjusting the temperature as in paper [6], the temperature could be fixed to
the values from a simultaneous Na lidar experiment. Concentrations of the neutral minor constituents
could then be estimated via the application of the ion chemistry model.

When more accurate neutral atmosphere models become available, the interpretation presented
in paper [6] can be developed to give a routine analysis of EISCAT incoherent scatter data from
D-region. It is also possible to include the estimation of the precipitating electron spectrum as one
of the parameters to be deduced routinely from incoherent scatter data. Usually one applies a fixed
effective recombination rate coefficient in these estimations. This is, however, a crude approximation
of the D-region, and can be avoided by the use of an ion chemistry model. Also, if the electron
spectrum is parametrized in some simple form, other parameters of aeronomical interest will still
remain available.
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